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Linear dependencies in a vector space

Definition  Let each element x of a vector space A be assigned a unique element y of a vec-
tor space A*. Then we say that in A is given an operator acting A in and having
values in A", the action of which is denoted as y = Ax .
In this case, the element y is called the image of the element x , and the element
x 1is called the preimage of the element y .

Operators are usually divided into mappings, if A* & A , and transformations, if A" < A .

In what follows, except in specially stipulated cases, it will be assumed that it is clear from the con-
text whether we are talking about a mapping or a transformation.

Definition An operator y = Ax is called linear if for any x,x,,x, € A and any A number the
equalities
1°. A(x, +x,)=Ax, + Ax, and
2°. A(Ax) = AAx

are valid.
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Examples 1°. In the space of 2-dimensional vectors, a linear operator is the rule
m _ a,  a,l|$
7, dy Ayl S,
) ) A . m
connecting the vector-preimage x = with the vector-image y =
2 7,

2°. In the space of infinitely differentiable functions, a linear operator is the operation
of differentiation, which associates each element of this space with its derivative
function.

3°. In the space of continuous functions, a linear operator is the operation of multiply-
ing a continuous function by an independent variable 7 .
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Task 3.01 [s the operator A that assigns to each element x € A a fixed elementa € A a linear
operator?

Solution If the element is @ = 0, then A is a linear operator. Indeed, if 4 is linear, then, on the
one hand,

A(ha +pa) = Ma +pda = ha +pa = (L +pa,
but, on the other hand,

Vi,u:Aha+pa)=a = a=RA+pa = a=o.

Solution is found
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Operations with linear operators

Definition Linear operators A and B are called equal (which is denoted by A= l§) if
VxeA: Ax=Bx !

The sum of linear operators 4 and B is the operator , denoted by A+ B, which
assigns to each element x of a vector space 4 an element Ax + Bx .

Lemma The sum of two linear operators is a linear operator.

Definition The zero operator O is the operator that assigns to each element x of a vector
space A the zero element of this vector space.

Definition The opposite operator to the operator A is the operator, denoted by — A4, for
which 4+ (— 21) =0 is true.
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From the solution of Task 3.01 it follows that the zero operator is linear. It can also be shown that the
operator opposite to any linear operator is also linear.

Lemma For any linear operators A, B and C, and the relations
A+B=B+4;
(A+B)+C=4+(B+C);
A+0=4;4+(-4)=0

are valid.

Definition  The product of a number A by a linear operator A is an operator, denoted by A4,
which assigns to each element x of the vector space A the element A(Ax).

Lemma The product of a number by a linear operator is a linear operator for which the
relations

~

a(pA)=(apA; 14=4;
(a+ B)A=ad+ pA;
a(A+B)=ad+aB .

Theorem The set of all linear operators acting in a vector space A is a vector space.



LINEAR ALGEBRA Umnov A.E., Umnov E.A. 6
Theme 03 Seminars 2024/25

Definition The product (composition, or superposition) of linear operators A and B is the opera-
tor, denoted by A8, which assigns to each element x of the vector space A the ele-

ment A(Bx).

Theorem The product of linear operators is a linear operator for which the relations
ABC)=(AB)C; AB+C)=AB+ AC;
(A+B)C = AC + BC.

are valid.

In the general case, the product of linear operators does not have the commutation property (or,
in other words, the operators do not commute), thatis AB # BA .

Definition  The operator A8 —BA is called the commutator of the operators 4 and 5.

The commutator of commuting operators is the zero operator.
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Task 3.02 In the vector space of algebraic polynomials P, (7) = Zrik , find the commutator
k=0

for the operators: A, which associates a polynomial with its derivative function, and
B is the operator of multiplication of a polynomial by an independent variable.

Solution Let us construct the operator A8 —BA . For any P,(r) we have
d

ﬁan(r):E = (Zak J:;kakrk_l,

BP (1) :r( o r"} :Zn:akr"“
k=0

k=0

Wherefrom we obtain

j Zkakr —Zkak ,

A(BP, (7)) = ( j (k+Der, 7",

B(AP, (1)) = [
d
dt

(AB-BAP (7) (k e,z J (Z kakrkJ _
= iakrk =P (7).

Therefore, these linear operators do not commute.

Solution is found
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In Task 3.02 it turned out that the action of the operator A8 — BA on any element of the vector space

of polynomials does not lead to a change in this element. Let us introduce a special name for such an
operator.

Definition An operator £ is called a unit (or identity) operator if it assigns the same element to
each element of the vector space, that is,

Ex=x VxeA.

The following relations hold: AL = EA=A4 VA, as well as linearity and uniqueness £..

Definition An operator B is called the inverse of a linear operator 4 (is denoted by A~ , if
p p y

AB=BA=F.

Example In the vector space of functions f(7), having on [«, f] the derivative of any order

and satisfying the conditions /' (a)=0; k=0,1,2,..., the differentiation operator

Af = Zf and operator Bf = j f(o)do (the integration operator with a variable upper
T
limit) are mutually inverse.

Indeed,

ABf = jr [f(o)do=f(r)=Ef and Bif=| j];da = f(0)~ fla) = f(2) = Ef .
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Notes. 1°. Not every linear operator has an inverse operator. For example, the zero opera-
tor O has no inverse. Indeed, let Ox =o forall Vx e A, then for any B :

(BO)x=B(Ox)=0 VxeA,

and, therefore, the equality BO = £ does not hold for any 5.
2°. The inverse operator, if it exists, is unique.

3°. In the case of an infinite-dimensional vector space, the validity of the condition
AB = E may not imply the fulfillment of the condition 84 = £ .

This is the case, for example, in the space of polynomials
P (1)= z ot
k=0

for a pair of operators A and B, where B is the operator of multiplication of a
polynomial by an independent variable, and the operator A assigns to the poly-

nomial ) @, 7" the polynomial » o, 7" .
k=0 k=1
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Coordinate representation of linear operators

Let in A" be given a basis {€1-82>-&,} and a linear operator A that is a mapping from A" in A"

with basis {/1>/>>-- .} . It is known that Vx € A" there is a unique decomposition

&
&)

S,

XZZéigi , thatis HXHZ, =
i=1

Similarly, in A” there is a unique decomposition y = Ax for which, due to linearity, a representation
of the form is valid

y= Ax = A(Zé&} = Zé:ijagi'
i=1 i=1

Taking into account the possibility and uniqueness in space A™ of a decomposition of the form

Ag, = Zakifk Vi=[l,n], we obtain that
k=1

y=ﬂiak,~é]ﬁ.

k=1\i=1
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un
] LICE ) . .
On the other hand, if H y H ;= is a coordinate representation of y in A", then we have the equal-

M

m

ityyzan f;. Finally, due to the uniqueness of the decomposition of an element of a finite-
k=1

dimensional space by a basis, we obtain 77, = Zakigﬁ. sk =[1,m].
i=1

These relations allow us to find a coordinate representation of the images of elements of a vector
space by the coordinate representation of the preimage. In this case, we note that each linear operator of

the form 4: A" — A" in a pair of specific bases is completely and uniquely described by a matrix of
size with elements «,; .
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Definition A matrix of size mxn, the columns of which are formed by the components of the

elements Ag,:

a,  ap a,,
n Ay Ay a,,
Al = ,
Jg
aml amZ o amn

is called the matrix of a linear operator A in the bases

{2,858, €N and {f,f,,...[, }eA".

In matrix form, the relations 7, = Za,ﬂ.é ; k =[1,m] have the form |y Hj =4 . | x ‘;, , which can
pany Jg S
be easily verified using their two-index notation:
i :zaki Shs  k=[,m].
i=1
The result obtained is formulated as
Theorem There is a one-to-one correspondence between the set of all linear operators of

the form 4: A" — A" and the set of all matrices of size mxn.
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Task 3.03. In the vector space of algebraic polynomials of degree no higher than n, of
the form P (1) = z;;k with a basis {1,7,7%,...,t"}, find the matrix of
k=0

. . d . :
the differentiation operator D = Fu with respect to the variable T .
T

Solution: 1) The dimension of the vector space of algebraic polynomials of degree no
higher than 7 is equal to n +1. And the differentiation operator acting in this
space is a linear transformation.

2) The image of the basis element 7* under the action of the differentiation

operator for 1<k <n will be the function k7*"', and for X =0 - a polyno-
mial equalto O at V7.

3) Ilo By definition, the columns of the matrix of the operator are the coor-
dinate columns of the images of the basis elements. And for the image of the
k +1-th basis element, the coordinate decomposition has the form

kt* ' =0-140-7+.. 4+ k-7 +0-7" +...+0-7".

Therefore, the desired matrix will be

o 1 0 ... O 0 0

o 0 2 ... 0 0 0

0O 0 0 ... O 0 0
1p]=]...

0 0 O 0 n—-1 0

0 0 O 0 0 n

0 0 O 0 0 0

Solution is found
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Task 3.04.

In the vector space of square matrices of the second order A = :é _71 ,
transformation M is defined by the formula Y =M X =AX, where
A= :2 _qr and the matrix Y is the image of the matrix X under this
transformation.

1t is required to find the matrix of this transformation in the standard basis
{e, e, e, e, } forwhich

10

0 0

e =

0 1
0 0

0 0
1 0

00
L€, = ey = S PR
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Solution:

1) We have: the dimension of the vector space of square matrices of the sec-
ond order is 4, and the linearity of this transformation follows from the prop-
erty of distributivity of matrix multiplication:

4l x|, + 4| X1,)= Al 4l x| + A Al X1, = 2] ]+ ] 7]

2) The coordinate representation (coordinate column) of an element in the

: ST
vector space of square matrices of the second order of the form | "' =" | is
521 522
S
a 4-component column i . The coordinate representation of a linear trans-
21
S

formation in this space will be a square matrix of the 4th order, the columns
of which are the coordinate representations of the images of the basis ele-
ments.
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3) Let's find these representations. We have

-2

n -2 141 0 -2 0 N 0
Me, = = = Me, H:

-6 =700 O -6 0 -6

0

0

n -2 1o 1 0 -2 . -2
Me, = = = MezH:

-6 —=7[0 0 0 -6 0

-6

1

n -2 10 0 1 O N 0
Me, = = = Me3H:

-6 =71 O -7 0 -7

0

0

n -2 10 0 -2 0 N 1
Me, = = = Me4H:

-6 —7[0 1 -6 0 0

-7
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4) From the obtained coordinate representations of the images of the basic
elements, we compose the desired transformation matrix M

-2 0 I 0

. 0 -2 0 1
M| =

¢ J-6 0 -7 0

0 -6 0 -7

Solution is found
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Operations with linear operators in coordinate (matrix) form

We will further consider operators of the form 4: A" — A", i.e. linear transformations acting in A”
with a basis {g,,g,,...,g,}, the matrix of which is square, of order n. The previously introduced opera-

tions with matrices allow us to describe operations with linear operators in a specific basis in the fol-

lowing form

Corollary

1°. Comparison of operators: A=8 o |4 = | B Hg
2°. Addition of operators: |4+ BHg = HAHg + HBHg

3°. Multiplication of an operator by a number: |24 =2 yi .

4°. Product of operators: AB| =4 |8] .

O A
A7 =|4

5°. Inversion of operators:

{ ‘

‘ g 4

The dimension of the vector space of linear mappings of the form A" — A" is
equal to mxn.
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Change of the matrix of a linear operator when changing the basis

A

Let us find out how the matrix 1 of alinear mapping 4: A" — A" changes when changing the

bases. Let in A" be given two bases {&1>&2>+8&,} and {€1,&5>+ 8.}, connected by the transition ma-

trix H G |, and in - two bases {fis fores S} and {15 f75 fin} with the transition matrix H FH Find the
relation connecting 4 % and 4 1 -

In this case, the following holds
Theorem The matrix of a linear operator 4 s in the bases {81,825-&n} and U\ fo f0}

is connected with the matrix of the same operator HAH 4 in the bases {81,82,58n}

and /1> /5> /.} by the relation

A A

-1
w=E

LGl
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The matrix of a linear transformation changes according to the rule when moving

Corollary . ’
from basis {g1-82---&,} to basis {€1-£2>---&,} in A"

A A

-1
=18l
4

51

The determinant of the matrix of a linear transformation does not depend on the
choice of basis in A".

Indeed, from detH?ng' =det(HSH_1 A éHS ), due to
det (| S| 4 | S|) = (det| S| )(det| 4 (det|s])
and
det|S|" =~ where det|S|%0,
detHS

we obtain that,  Jet H yl Hé = det H yl Hé
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Domain and kernel of a linear operator

Considering a linear operator acting in a vector space as a generalization of the concept of a function,
it is natural to raise the question of the domain and range of linear operators.

By the domain of a linear operator 4 we will understand the set of images of all elements x € A,
that is, elements of the form Ax . In this case, it is obvious that for any linear operator its domain coin-
cides with A .

The answer to the question: “What is the domain of a linear operator?” is given by

Theorem Toraa Let 4 be a linear operator acting in a vector space A. Then
1°. The set of elements 4X Vxe A isa subspace in A.

2°, If, in addition A = A", with a basis {gngz,---,gn}, then the dimension of
this subspace is equal to rg H A H .
4
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Corollary The dimension of the range of a linear operator 4 acting on some subspace of a

vector space A* = A does not exceed dim(A").

Another important characteristic of a linear operator A is the set of elements of the vector space A
called the kernel of the linear operator 4 and denoted by kerA .

Definition The kernel of a linear operator A consists of elements x €A, such that Ax =o.

Theorem If A=A" and rgA =r, then kerA is a subspace of A" and dim(ker A)=n-r.
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Task 3.05. Letin the bases

1 0 0 0
0 1 0 0 .
el:O €2=0 e3—1 e4—0 cA
0 0 0 1
1 0 0
and 1g ,=|0| g,=|1| g,=|0 A
0 0 1
the matrix of a linear mapping A* —A>A3 have the form
1 -3 0 1
A L= -1 I -1 1).
’ 0 -2 -1 2

1t is required to find the bases both in the kernel and in the range of values of

a given linear mapping A.
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Solution: 1) By definition, the kernel of a linear operator A is the set of all elements x € A
such that Ax =o. Moreover, in a finite-dimensional space, this equation can be

written in matrix form H A HH x| =] o, which for the problem being solved will be

1 -3 0 1? 0 E =35  +&,=0,

-1 1 -1 1 52 =10 = =& +6,-6+6,=0,

0 -2 -1 2 ; 0 -2, =&, +2&, =0.
4

The general solution of the last homogeneous system of linear equations has the

form
661 3 -1
1 0
b2 _ A + A, YA, A,
S =2 2
&, 0 1

and is a description of the kernel, the mapping specified in the problem statement.

As is known, this kernel is a vector space. In this case, the basis in the kernel can
be a fundamental system of solutions, for example, a pair of elements

1
0
2

b

3
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2) The set of values of a linear mapping, according to the definition, has the form
y=Ax VxeA. In the finite-dimensional case, this equality takes the form

A

| »|=] 4] x|, which for the problem being solved leads to a system of linear equa-
tions
S _
m 1 -3 0 1 £ & —38, +&, =1,
m,|=]-1 I -1 1 52 = =& +& —&+ &, =1, D
UE 0 -2 -1 2|7 —28, - & +28, =1,
S
m
Here |7, | is the coordinate representation of an arbitrary element y € A*.
UB

Now note that the set of values of the mapping A is the set of all y € A’ those for

which system (I) is consistent. We will find this set using the Kronecker-Capelli
theorem.
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First, we will reduce the extended matrix of system (I) to a simplified form by suc-
cessive elementary transformations. To do this, it is sufficient to subtract the sum
of the first two from the third row and write the result in place of the third. We ob-

tain
1 =3 0 1 | n 1 -3 0 1 | m
-1 1 -1 1| n,|~|-1 I -1 1 | Up
0 -2 -1 2 | m 0 0 0 0 | —-n-n+n,

Since elementary transformations do not change the ranks of matrices, it is obvious
that the rank of the main matrix of system (I) will be equal to the rank of the ex-
tended one if —7, —7n,+71, =0. And this, according to the Kronecker-Capelli

theorem, means the compatibility of system (I).

The last equality specifies the desired set of values of the linear operator 4. It can
be considered as a homogeneous system consisting of one equation with three un-
knowns, the general solution of which has the form

m 1 0
M| ==+ 1] YV, u, .
UE 0 1
1 0
Its fundamental system of solutions (for example, columns |—1| and |1]) can be
0 1

taken as a basis in the set of values of the linear mapping A4 .

Solution is found
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When solving problems, it should be taken into account that in the finite-dimensional case, for the
chosen basis, the matrix of the linear operator exists and is unique. Therefore, any method can be used
to construct it, including selection.

For example, let in A* a linear transformation map four linearly independent elements
{ x,,%,,x,,x, | tofourelements { y,, y,, y;, v, |, respectively.

And let the columns of the matrix HX H be the coordinate representations of the elements
{ Xis Xy, X5, X, } in some (for example, standard) basis, and the columns of the matrix H Y H be the coor-

dinate representations of the elements { Vis Vas V3o V4 }

Then, based on the definition of the product of matrices, it can be shown that in this basis the trans-
formation matrix H A H must satisfy the equalities

MNE Al=|rllxl™.

X| or

As was shown in Theme 01, the product H Y HH X H_l is conveniently calculated using the following

scheme:

1) We form a combined matrix H YIX H .

2) We reduce the right submatrix to the identity matrix by some set of elementary trans-
formations.
3) We change the left submatrix by the same set of elementary transformations.

Then the desired product appears in place of the left submatrix H A H = H Y HH X Hfl .
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Types of linear mappings

As already noted, in cases where the range of the operator does not belong to the domain of defini-
tion, we should talk about a mapping. For mappings, special cases of so-called bijective, injective and
surjective mappings are also distinguished. Let us consider these cases in more detail.

Definition A mapping y= Ax, xeQ, yeO ofasetQ toaset® is called injective (or in-

Jjection) if the condition Ax, = Ax, implies
X, =Xy, X,Xx, €

A mapping y=Ax, xeQ, yc® ofaset Q onto aset O is called surjective (or
surjection) if each element of ® has a preimage in €.

Finally, a mapping that is both injective and surjective is one-to-one, or a bijection.
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Examples of mappings of different types

Mapping type Injective Non-injective

Surjective

Non-surjective

In the case of injection, the set of all values of the operator y = Ax, x €, y € ® may not coincide

with ©.
In the case of surjection, the preimage of any element of ® always exists in Q, but, generally speak-
ing, it is not unique
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Note also that in the finite-dimensional case, surjectivity of a mapping 4: A" — A” means that the

condition ® = A" is satisfied, and injectivity means that the condition kerA = {0} is satisfied. An al-
ternative form of the conditions of injectivity and surjectivity in the finite-dimensional case is given by

Theorem  The rank of the matrix of a linear operator that is a surjective mapping is equal to
the number of its rows, and the rank of the matrix of an injective mapping is equal
to the number of its columns.

In other words, for A:A" — A" injectivity is equivalent to the satisfaction of the equalities
rg H A H W= dim(A") = n, and surjectivity is equivalent to rg H A H/ =dim(A")=m .
J8 J8
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1 2 3
Task 3.06  Linear mapping A: N — N':in some basis is given by matrix A|l=12 3 4
3 57

Find its kernel and set of values. Find out whether this mapping is injective or sur-
Jjective.



LINEAR ALGEBRA Umnov A.E., Umnov E.A. 32
Theme 03 Seminars 2024/25

& n
Solution. 1° Let H X H =] &,| and Hy H =| M2 | be coordinate representations of the preimage and image
&s s

of the operator y = zzlx, respectively. Then the kernel is the set of elements such that

Ax = 0, is defined in the coordinate representation by a system of linear equations

& +28, +3E; =0,
x[=]o] or {2& +3&,+4&; =0,
38, +5E, +7&; =0,

A

whose general solution is

& 1
‘gz =A-2],
gs 1

From this we conclude that the kernel of a linear mapping A is the linear span of an
1

element |[—2 |, and since it does not consist only of the zero element, this mapping is
1

non-injective.

The same conclusion can be reached by taking into account that

1 2 3 1 2 3
rg|2 3 4)=rg|0 1 2|=2<3,
3 57 0 00

where 3 is the number of columns of the mapping matrix.
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2°. The range of a linear mapping A consists of elements y € ®, such that y = Ax VxeQ . In
coordinate form, the membership of an element y in the range means compatibility of the
system of linear equations

12 311&] |m
2 3 4)lg=\m.
3 5 7 1,
Therefore, we need to find out for which values 7,,77,,7, this system of linear equations is

compatible. This can be done, for example, using the Kronecker—Capelli theorem, by com-
paring the ranks of the main and extended matrices of this system.

Then, from the condition

1 2 3 |n 1 2 3] n 1 23
g2 3 4|\n,|=1rg|0 1 2| 21 -1, =1g|2 3 4|=2
3 5 7|n, 0 0 O|-n—n,+n, 3 57

we find that for compatibility it is necessary and sufficient that 7, +7, —7, =0, which, in

turn, means that the range of the mapping 4 consists of elements of the form

Ui -1 1
ml=4 1|+4,] 0] VA,4,,
YR 0 1

which are solutions of the equation 7, +7, —77, =0.

Finally, we note that since not every element y €© =A’ has a preimage in Q= A’, this
mapping is not surjective.
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Linear forms

In conclusion, let us consider a simple, but important for practice, special case of a linear mapping of

A
the form A:{A —A'}. Here, the result of the action 4 on the element x € A can naturally be denoted
functionally as f(x),i.e. Ax= f(x).

A dependence of this type is called a linear function, a linear functional, or a linear form, since the
set of values is numerical.

It is important to remember that in the finite-dimensional case, i.e. for A = A", the transformation
matrix has, by virtue of formula (1), the size 1xn, i.e. is a n—component row. This follows from our
(previously made) choice of the 7 —component column as a coordinate representation of the element of

space A =A".
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The formula for finding the values of a linear form f(x)€e R xe A" in A" is an ordinary linear

function of » numerical variables. Indeed, let the coordinate column be in the basis {&> &> &) € A",
and the values of the form on the basis elements be ¢, = f(g,)k =[L,n], which yields

a] =|rf], =4 ¢ ... 4, | Then

f(x)= k2=;¢k§k :HfH:Hng

Task 3.07: Let A" be a vector space of algebraic polynomials x = P,(t) =& + &+ E1° + E,0°
of degree no greater than 3, with a  basis of the form
{g(0)=1,g,(t)=1,g,(t)=7", g,(tr) =7}, and let the linear form be a definite in-

tegral of the polynomial in the range from 0 to 1. Find the coordinate representation of
this form in the given basis.
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1

Solution: In this case f(x)= Iﬂ(r) dt, and the desired coordinate representation of the linear
0

operator A:{A* — A' } is a four-component row of the form

/], =] (P (@) f(P(g:(0) f(Pi(gs(2) [(Pi(ga (D)) ].

Specifically
1
S(P(g (@) =[1-dr=1,
0

1
1
f(P(g. () =[rdr=—,
0
1 1
SR ()) = [*dr =,
0
1 1
f(P(g:(0)) =[rdr =
0
Where does the answer to the task follow: | Hé =1 ; ; i

Solution is found



