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VECTOR SPACE 
 
 

Definition of a vector space 
 
 

 

Definition 
 

A set   consisting of elements ,,, zyx  for which the comparison operation is de-
fined is called a vector space if 
 

1.  Each pair of elements yx,  of this set is assigned a third element of the same set 
 , called their "sum" and denoted by yx  , such that the axioms are satisfied 

a) xyyx  ; 
b) zyxzyx  )()( ; 
c) there is a zero element o  such that for any x  we have xox  ; 
 

d) for each x  there is an opposite element x  such that oxx  . 
  

2.  For any element x  and any number   there is a belonging   element, de-
noted x  and called the "product of a number and an element", such that the 
axioms are satisfied: 

a) xx 1 ; 
b) )()( xx   . 

 
3.  For the operations of addition of elements and multiplication of an element by a 

number, the distributivity axioms are satisfied: 
a) xxx   )( ; 
b)  yxyxyx ,)(   and for any numbers , . 
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Notes:     1.  By “numbers” in the axioms of the second and third groups are meant real or com-
plex numbers 

2.  The comparison operation makes it possible to establish the facts of “equality of x  
and y” )( yx   or “inequality of and y” )( yx   for any pair of two elements be-
longing to the set  . 

3.  The first group of axioms is equivalent to the requirement that   is an Abelian 
group with respect to the addition operation. 

 

 
 

Examples 
 

A vector space is (it is assumed that the operations of addition and multiplication by a 
number are performed in accordance with the previously given definitions): 
 

1.  The set of all vectors on the plane. 

2.  The set of all vectors in space. 

3.  The set of all n-component columns. 

4.  The set of all polynomials of degree no higher than n . 

5.  The set of all matrices of size nm . 

6.  ],[ C  – the set of all functions continuous on ],[  . 

7.  The set of all particular solutions of a homogeneous system of m 
linear equations with n unknowns. 
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Task 2.01 

 
Show that in the general case the set of radius vectors of points belonging to the 

plane 


),( rn  is not a vector space. Find out for what values of   the parameter 
this set will be a vector space. 

 
 
 

 

Task 2.02 
 

Show that a set consisting of one zero element is a vector space. 
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Task 2.03 
 

Will the set of all positive numbers R  be a vector space? 
 
 

 

Solution. The answer depends on the way the operations of addition and multiplication by the 
number of elements of the set under consideration are introduced. 
 

1.  Let the operations be introduced in a “natural” way. In this case, the set of 
positive numbers does not form a vector space, since it does not have a zero 
element. 

 

2.  If the operation of “addition” is defined as the usual product of two numbers, 
and “multiplication of a number   by x ” is defined as raising a positive 
number x  to a power R : 

 

«addition yx  »   :     0,0;  yxyx  , 

«product  x »   :     ,0;  xx  

 

then the set of positive numbers will be a vector space in which the role of the 
zero element is played by the number “1”. 

 
 

Solution is found 
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These theorems follow from the axiomatics of vector space: 

 
 

 

Theorem 01 

 
 A vector space has a unique zero element. 

 
 

 

Theorem 02 

 
For each element x  of a vector space, the equality holds ox 0 . 

 
 

Theorem 03 

 
For each element of a vector space, there is a unique opposite element. 
 

 

Theorem 04 
. 

For x  each, the opposite element is xx )1( . 

 
 
 

 Proof of Theorem 02 
 
From the axiomatics of vector space, we have 

 
 
 

.+0= 1+0=)1+0(=1= xxxxxxx  

 
Adding the element opposite to the element to both parts of the equality xxx +0= , we obtain 
that ox 0 . 
 

The theorem is proved. 
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Linear dependence, dimension and basis in vector space 

 
 
 

 
Definition 
 

1.  The expression 


n

i
ii x

1

  is called a linear combination of elements 

nxxx ,...,, 21  of the vector space  . 

 

2.  Elements nxxx ,...,, 21  of the vector space   are called linearly dependent if 

there exist numbers n ,...,, 21  that are not equal to zero simultaneously, 

such that ox
n

i
ii 

1

 . 

 
 3.  Elements nxxx ,...,, 21  of the vector space   are called linearly independent if 

it follows from the equality ox
n

i
ii 

1

  that 0...21  n . 
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For elements of a vector space, the following holds: 
 
 

 

Lemma 01 
 

For some set of elements of a vector space to be linearly dependent, it is necessary 
and sufficient that one of these elements is a linear combination of the others. 

 
 

Lemma 02 
 

If some subset of a set of elements nxxx ,...,, 21  is linearly dependent, then the ele-

ments nxxx ,...,, 21  themselves are also linearly dependent. 
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Definition 
 

A basis in a vector space   is any ordered set of its elements if 
1) these elements are linearly independent; 
2) any subset of   containing 1n  elements, including these elements, is 

linearly dependent. 
 

 
 

Definition 

 

A vector space   is called n-dimensional and is denoted by n  if it has a basis con-
sisting of n  elements. The number n  is called the dimension of the vector space and 
is denoted by )dim( n . 
 

 
 

Theorem 05 
 

For each element of a vector space n , there is a unique representation as a lin-
ear combination of basis elements. 
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In general, a vector space may not have a basis. For example, a vector space consisting of one zero 

element has this property. 
 
 

Examples of bases in vector spaces 
 

 
 

Vector space 
 

 

Dimen-
sionality 

 
Example of a basis 

 

The set of all vectors in 
the plane 

 

2 

 

An ordered pair of non-collinear vectors on the plane. 

 

The set of all vectors in 
the space 
 

 

3 

 

An ordered triple of normalized, pairwise orthogonal vectors. 

The set of all n-compo-
nent columns 

 

n  n  of columns of the form 

.

1

...

0

0

;...;

0

...

1

0

;

0

...

0

1

. 

 
 

The set of all algebraic 
polynomials of degree no 
higher than n  

 

1n  

 

1n    monomial of the form 

 

.)(;)(

;...

;)(;)(

;)(;1)(

1
1

3
4

2
3

21

n
n

n
n PP

PP

PP










 

 
 

The set of all matrices of 
size nm  

 

mn   

 

mn     all possible different matrices of size nm , all ele-
ments of which are equal to zero, except for one, equal to 1. 
 

 

The set of all functions 
continuous on ],[   
 

 

  

 

The basis does not exist, since for any natural n  one can con-
struct a linearly independent set consisting of 1n  elements. 
For example, the set of functions of the form 

},,,,1{ 2 n  .. 
 

The set of solutions of m  
a homogeneous system of 
linear equations with n  
unknowns and the rank of 
the fundamental matrix 
equal to r  
 

 

rn   

 

Normal fundamental system of solutions. 
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Subsets of a vector space 

 
 

Subspace 
 
 

 

Definition 
 

A non-empty set   formed from elements of a vector space   is called a subspace 
of this vector space if for any  yx, and any number   

1)   yx , 
2)  x . 

 
 

Note: from this definition it follows that the set   itself is a vector space, since all axioms of op-
erations in a vector space are obviously satisfied for it. 
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Examples 
 

1.  The set of radius vectors of all points lying on some plane passing through the 
origin is a subspace in the set of radius vectors of all points of a three-
dimensional geometric space. 

 

2.  The set of all polynomials of degree no higher than n is a subspace in the vector 
space of continuous functions on ],[  . 

 

3.  In the space of n -dimensional columns, the set of solutions of a homogeneous 
system of linear equations with n  unknowns and with a fundamental matrix of 
rank r  forms a subspace of dimension rn  . 

 

4.  A subspace of any vector space will be: 
a)  the vector space itself; 
b)  a set consisting of one zero element. 
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Definition 
 

 Let two subspaces 1  and 2  of a vector space   be given. Then 
 

 1.  The sum of subspaces 1  and 2  is the set of all elements  21 xx  pro-

vided that 11 x  and 22 x . The sum of subspaces 1  and 2  is de-

noted by 21  . 

 

2.  The direct sum of  subspaces 1  and 2  is the set of all ele-

ments  21 xx  provided that 11 x  and 22 x  and intersection 

}{21 o . The direct sum is denoted by 21  . 
 

 
 

The following theorems hold 

 
 

 

Theorem 06 
 

Both the sum 1  and 2  (as well as the intersection) of the subspaces are also 

subspaces of  . 
 

 

Theorem 07 
 

The dimension of the sum of subspaces 1  and 2  is equal to 
 

).dim()dim()dim()dim( 212121   
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 Linear span of a system of elements 

 
 

 

Definition 
 

The set of all possible linear combinations of some set of elements },...,,{ 21 kxxx  of 
a vector space   is called the linear span of this set and is denoted by 

},...,,{ 21 kxxxL . 
 

 

Example 
 

The set of polynomials of degree no higher than n  is the linear span of a set of mo-
nomials },...,,,1{ 2 n  in the vector space of continuous functions on ],[  . 

 
Let a set of elements },...,,{ 21 kxxx  generating the linear span },...,,{ 21 kxxxL  be given, then any 

element of this linear span has the form 



k

i
ii xx

1

  and the following holds: 

 
 

Theorem 08 
 
 

The set of all elements belonging to the linear span },...,,{ 21 kxxxL  is a subspace 

of   dimension m , where m  is the maximum number of linearly independent 

elements in the set },...,,{ 21 kxxx . 
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Hyperplane 

 
 

 

 

Definition 
 

 

A set   formed from elements of the form 0xx  , where 0x  is an arbitrary fixed element of 

the vector space  , and x  is any element of some subspace  , is called a hyperplane 

(or linear manifold) in the vector space  . 

 

 
 

 

Notes. 1.  In general, a hyperplane is not a subspace. 
2.  If k)dim( , then we speak of an k-dimensional hyperplane. 

 
 
 

For example, the general solution of a joint inhomogeneous system of linear equations with n  un-
knowns is a hyperplane in the vector space of n-component columns. 
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Coordinate representation of elements of a vector space 
 
 

 

Definition 
 

The coefficients n ,...,, 21  of the expansion in a basis 



n

i
ii gx

1

  are called the 

coordinates (or components) of an element nx   in the basis },...,,{ 21 nggg . 
 

 
Note that by Theorem 05, an element x  of a vector space n  in a basis },...,,{ 21 nggg  is uniquely 

represented by a n-component column, called the coordinate representation of the element x  in the basis 

},...,,{ 21 nggg :    

n

gx






...
2

1

 . 

 
 
 



LINEAR ALGEBRA      Umnov A.E., Umnov E.A. 
Theme 02 Seminars 2024/25 

16 

 

 
 
 
Let us find out how operations with elements of a vector space are performed in coordinate form. 
 

Let in a specific basis 



n

i
ii gx

1

  and 



n

i
ii gy

1

 , then by virtue of the definition of the basis and 

axiomatic properties of a vector space the following relations will be valid: 
 
 
 

1. For the comparison operation: two elements in n  are equal if and only if  





n

i
ii

n

i
ii gyxg

11

  , 

or in coordinate form .
gg

yxyx   

2. For the addition operation: 



n

i
iii gyx

1

)(  , or in coordinate form 

ggg
yxyx  . 

3. For the operation of multiplication by a number: i

n

i
i

n

i
ii ggx 




11

)(  , or in 

coordinate form 
gg

xx   . 

 
 

It follows that the elements of a finite-dimensional vector space can not only be represented by ma-
trices (columns), but also the rules for performing operations with these elements coincide with the 
definition of the corresponding matrix operations. 
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Let us prove the rule of addition of vectors in coordinate form. 

 

.

)(

2

1

2

1

22

11

1

11

gg

nnnn

g

ii

n

i
i

g

n

i
ii

n

i
iig

yx

g

ggyx










































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In n  the basis can be chosen in more than one way. Therefore it is necessary to establish a rule for 
changing the coordinates of an element of a vector space n  when passing from one basis to another. 

 

 Let in n  be given two bases: “old” },...,,{ 21 nggg  and “new” },...,,{ 21 nggg   with corresponding coor-
dinate decompositions of the element x :  





n

i
ii gx

1

      and     



n

i
ii gx

1

 . 

And let, in addition, the decompositions of the elements of the “new” basis by the elements of the “old” 

one be known: .],1[;
1

njgg
n

i
iijj  


 

 
 

Definition 
 

The matrix S , the j-th ]),1[( nj   column of which consists of the coefficients of 

the coordinate decompositions of the elements of the “new” basis by the elements of 
the “old” one, is called the matrix of transition from basis },...,,{ 21 nggg  to basis 

},...,,{ 21 nggg  . 

 
 
 

In this case, the following will be true 
 

 

Theorem 
 

The coordinates n ,...,, 21  and n  ,...,, 21  are linked by relations 

],1[
1

ni
n

j
jiji 



 , called transition formulas, where the coefficients ij  are 

the elements of the transition matrix S . 
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Note that if a column of elements of the “new” basis is expressed through a column of elements of 

the “old” basis using left-hand multiplication by the transposed transition matrix 
T

S , then the coordi-

nate column in the “old” basis is equal to the product of the transition matrix and the coordinate column 
in the “new” basis. 

 
Indeed, considering the columns gx  and gx   in the transition formulas as two-dimensional ma-

trices, we obtain the formula ],1[
1

11 ni
n

j
jiji 



 , which can be written in matrix form 

gg xSx  . 
 
Inverse transition formulas (from the “new” basis to the “old”) gg xSx 1

'
  or, in co-

coordinates ,],1['
1

11 ni
n

j
jiji 



  where ij  are the elements of the matrix ,1 ST  called 

the inverse transition matrix. Note that the matrix ,T  exists for any transition matrix ,S  since the 

latter is not singular. 
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AN IMPORTANT NOTE 
 
 
 
Problem conditions often contain initial information, for example, in the following coordinate form:

    Let an element of space be given  in 4    

4

3

2

1






 ... 

without explicitly indicating in which basis this coordinate representation is used. 
 

 
In this case, it is assumed by default that this basis is "standard", that is, formed by a set of elements 

of the form ,

1
0
0
0

,

0
1
0
0

,

0
0
1
0

,

0
0
0
1
















. since in any basis  4321 ,,, gggg  the equalities are true 

 














43214

43213

43212

43211

1000
0100
0010

,0001

ggggg
ggggg
ggggg
ggggg

 

 
and there is no need to specify the basis  4321 ,,, gggg . 
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Task 2.04   Find the transition matrix from basis 1 to basis 2 if 
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Solution        1⁰. Let  ,x  'x  and "x  denote the coordinate columns of the element x in three 

bases: the original, }',','{ 321 ggg and }",","{ 321 ggg . Then, according to the 

definition of the transition matrix, the equalities hold 
 

 '01 xSx       and     "02 xSx  , 

 
where the columns in the matrices 01S  and 02S   are the coordinate columns 

of the basis elements }',','{ 321 ggg  and }",","{ 321 ggg , that is, 

 

 
110
011
111

01 


S      and     
111
101
011

02


S , 

 
Let us denote by 12S  the desired transition matrix from basis }',','{ 321 ggg  

to basis }",","{ 321 ggg , for which "' 12 xSx   . 
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            2⁰. But from the conditions '01 xSx   and "02 xSx   it follows that 

"' 02

1

01 xSSx
 , since the matrix 01S  is obviously non-singular. 

 

Then "" 02

1

0112 xSSxS
  for any element "x . This means that the desired 

transition matrix is 02

1

0112 SSS
 . 

 
To calculate the product 

1

110
011
111






111
101
011 

 

we use the scheme for calculating an expression of the form BA
1

, which consists 

of the following. 
 
We construct an extended matrix BA | , the left-hand side of which we reduce to the 

identity by some elementary transformations. In this case, applying the same transfor-
mations to the right-hand side of the extended matrix yields the desired product 

BA
1

. 
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             3⁰.   Let us describe the possible course of calculations performed simultaneously in the right 
and left parts of the augmented matrix. 

 
From the first row of the augmented matrix 0201 | SS  we subtract the second and place 

the result in the place of the second: 
 

111|110
110|100
011|111

111|110
101|011
011|111







 

 
Then we add the second and third rows, writing the result in the second 
 

111|110
001|010
011|111

111|110
110|100
011|111 




 . 

 
After that we subtract the second from the third row and write the result in the place of 
the third 

  
110|100
001|010
011|111

111|110
001|010
011|111 




 

 
Finally, we write the sum of all three rows in the place of the first 
 

  
110|100
001|010
102|001

110|100
001|010
011|111




 

 

In the right part we have obtained the desired matrix 
110
001
102

12 S . This is the an-

swer! 
 
 

The solution is found 
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Isomorphism of Vector spaces 
 
 

As an example, let us consider two vector spaces: 

the set of polynomials )(2 P  of degree no higher than 2, and 
the set of vectors of a three-dimensional geometric space. 

 
The operations of addition of polynomials and their multiplication by a number look as follows: 

.)()()()(

,)()()(

)()(

2
321

2
321

2
332211

2
321

2
321







 

 

The same operations with three-dimensional vectors in coordinate form are in turn written as follows: 
 

.;

3

2

1

3

2

1

33

22

11

3

2

1

3

2

1

























 

 

Comparing these entries, we can conclude that the nature of these sets does not play a role when their 
characteristics are studied, related only to the operations of comparison, addition and multiplication by a 
number. 

 
 
 



LINEAR ALGEBRA      Umnov A.E., Umnov E.A. 
Theme 02 Seminars 2024/25 

26 

 
 
 
The noted property of vector spaces is called isomorphism. It is described more precisely by 

 
 

 

Definition 
 

Two vector spaces 1  and 2  are called isomorphic if there exists a one-to-one 

mapping F̂ : 1   ,2  such that for   and 1,  yx , 

1. yFxFyxF ˆˆ)(ˆ  ; 

2. .ˆ)(ˆ xFxF   

The mapping F  is called an isomorphism of the vector spaces F  and 2 . 
 

 

 
 

 

Theorem 
(on 
isomorphism) 

Two finite-dimensional vector spaces 1  and 2  are isomorphic if and only 
if their dimensions are equal. 
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Example 
 

The isomorphism of one-dimensional spaces R  of real numbers and all positive num-
bers R  (with the operations defined in the conditions of Task 2.03) is defined using the 

functions     )ln( yx       and      RyRxey x ;; . 
 

 
 
An obvious consequence of the previous theorem is the isomorphism of any linear n-dimensional 

space and the vector space of n-component columns. 
 
 
For example, we have 

 
 

Theorem 
 

The maximum number of linearly independent elements in any finite set of ele-
ments from n  is equal to the rank of the matrix whose columns contain the coor-
dinates of the elements of this set in some basis. 

 
 

Corollary 
 

k  elements in n  are linearly dependent if and only if the rank of the matrix 
whose columns contain the coordinates of these elements in some basis is less than 

},min{ kn . 
 

 
 

Let in n  be given a basis },...,,{ 21 nggg  in which the coordinate representation of the elements is 

represented as 



n

i
ii gx

1

 . Then we have 

 
 

 

Corollary 

 

Every homogeneous linear system of m  linear equations with n  unknowns 





n

i
iji mj

1

],1[,0  determines some subspace   in n . 

 
 

Thus, each subspace in n  can be defined either by a homogeneous system of linear equations or as 
the linear span of a basis of the subspace – the fundamental system of its solutions. 
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Task 2.05 
 

In the vector space of polynomials of degree no higher than 3, find the basis and di-
mension of the intersection of two linear spans of elements: 
 

32
3

32
2

32
1

8510)(

,5681)(

,321)(





x

x

x

 

and 
 

   и   
.8524)(

,3623)(

,541)(

32
3

32
2

32
1





y

y

y
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Solution 1. Each of the linear spans is a subspace. The first of them 1  is formed by ele-

ments of the form 332211 xxxx   , and the second – by elements of 2 , re-

spectively 

332211 yyyy  . 
 

 Let us compose homogeneous systems of linear equations defining these sub-
spaces. Let each of the equations of these systems have the form 

0

4

3

2

1

4321 






 . 

Then, using the isomorphism between the vector space of polynomials of degree no 
higher than 3 and the space of four-component columns of the form, we have for  
elements of 1  

8

5

10

0

5

6

8

1

3

1

2

1

321

4

3

2

1















,  

where 321 ,,   are any numbers.  

 
It gives us the condition 

,0)

8

5

10

0

5

6

8

1

3

1

2

1

( 3214321

4

3

2

1

4321 







 






  
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 which will be satisfied for any 321 ,,  , if the numbers 4321 ,,,   form a solu-

tion to the following system of linear equations: 
 













.08510

,0568

,032

432

4321

4321





 

 
 

Having solved this system, we obtain a general solution in the form 
 

2121

4

3

2

1

,;

5

0

4

7

0

2

1

4
















  , 

 
from which we conclude that there are two independent sets of the desired numbers 

,,,, 4321   and, therefore, the homogeneous system of linear equations defining 

the subspace 1  has the form 
 








.0547

,024

421

321




 

 
Similarly, we construct a homogeneous system of linear equations defining 2 : 
 

       







.07611

,014922

421

321




 

 
Finally, the subspace 21   will be defined by the system 
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














,07611

,014922

,0547

,024

421

321

421

321







 

 
the general solution of which is 
 

2

7

6

2

1

4

3

2

1











,   R 1  

 
and, therefore, for 21   we have 1)dim( 21   and a basis consist-

ing of one element 

2

7

6

2



  . 

 
 
Solution is found 
 


