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Matrix objects

Definition A matrix of size mxn is an ordered rectangular table (or array) of numbers contain-
ing m rows and n columns.

The numbers that form a matrix, called its elements (or components), are characterized by both their
value and the numbers of the rows and columns in which they are located. Let us agree to designate the
matrix element located in the i -th row and j -th column as «;; .

Definition  The numbers mxn, m and n are called the dimensions of the matrix.
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Matrices are denoted and written by listing their elements. For example, a matrix with elements

a,si=[Lm]; j=[Ln]

or in expanded form:

a,y O, Oy a,,
Ay Oy Cp Ay,
Oy O3 Oy Ay, |l
aml amZ am3 amn

If we need an unexpanded representation of a matrix, we will write it as H a,

or simply H AH
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Matrices are usually classified by the number of their rows and columns.

Definition If m = n, then the matrix is called square, of order n.

A matrix of size mx1 is called an m -dimensional (or m -component) column.

A matrix of size 1xn is called an n -dimensional (or »n -component) row.

Note that, although two-index entries H Q H or H Q; H should be used formally to denote rows or col-

umns, it is customary to omit unchanging indices, as a result of which the row or column designations
have the form H a, H or H B

, respectively.
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Some commonly used matrices with special element values have special names and notations.

Definition A square matrix for which
a; =0, Vi,j=[Ln]
is called symmetric.

A matrix all of whose elements are zero is called the zero matrix. The zero matrix
1s denoted as HOH .

A square matrix of order n of the form

1 0 0 .. 0
01 0 .. 0
0 01 .. 0
0 0 0 1

is called the identity matrix.

The identity matrix is usually denoted by HE H .
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Matrix operations

Definition

Definition

Two matrices H A H and H B H are considered equal (denoted by: H A H = H B H) if they

are of the same size and if their corresponding components are equal, that is

a,=p, Vi=[l,m] and Vj=[l,n].

A matrix |C| is called the sum of matrices |4| and |B| (denoted by: |C| =] 4|+|B])
B

5 5

if matrices HA C H are of the same size and

v, =a,; +B,; Vi=[lm], Vj=[Ln],
where the numbers y,; Vi=[l,m], Vj=[l,n] are the corresponding components

of matrix HC H .
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Definition A matrix HCH is called the product of a number A and a matrix HAH (denoted by

ICl=2]4

), if the matrices | 4| and |C| are of the same size and

Yii =\,

L

Vi=[1l,m], Vj=[l,n]

Note that a number can be multiplied by a matrix of any size.

Note: Any mathematical objects, for which the operations of comparison, addition, and mul-
tiplication by a number are suitably defined, can also be used as elements of a matrix.
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Task 1.01 Answer the following questions with justification.
1 23 4 5 6
. 4 5 6 1 23 0

1) Are the matrices 45 6 and 1 2 3 equal

1 23 4 5 6

1 - -1 2 -
2) What is the sum | _ 1 1)+ B 2 20 7?
2 .2 ain? 2
3) What is the expression | €95, ¥ S X st zx C,OSZ X equal to?
sin“x cos”x cos” x —sin” x

Pemenmne

1) They are not equal, since they have elements with the same indices that are
not equal to each other.

2) This sum is equal to a matrix object of the form

0
3 3
3 3

0 0

3) This expression is a matrix function of the form

cos2x 1
1 cos2x| -

Solution is found
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Definition Matrix transposition is an operation that results in a new matrix, where the rows are
the columns of the original matrix, written with the order of their sequence pre-
served (Fig. 1).

The matrix resulting from the transposition of the matrix |4| is denoted by HAHT .

__________________ Uy Oy 0,
all al}; alE aZZ i amZ%
ayi @ 1 R
215 : A S | 30!13 a23 amS}
Vg TRANSPOSITION : :
b alfl aZl amii
iamlé %aml’j

aln O!Ehr anm

Fig. 1

For the elements of the transposed matrix |4 HT , the equality is true

a' =a. Vi=[l,m],Vj=[1n].

tj Jt

The transposition operation, for example, does not change a symmetric matrix, but transfers a row of
size 1xm to a column of size m x1 and vice versa.
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Task 1.02
1) Is the operation feasible
2) Is the operation feasible
3) Is the operation feasible
4) Is the operation feasible
Solution

Umnov A.E.,

—

—

—

Umnov E.A.

T

1
2
3

+

= 1o

T

2 3
sinx 1

— N W

— N W

1 3
2 2
3

Answer the following questions with justification.

3
2
1

?

?

1

1) Not feasible, since the sizes of the addends are not equal.

2) Feasible, since the matrices being added have the same sizes.

3) Not feasible, since the operation x+ 2 is not feasible.

4) Feasible in the case where "2" denotes a function identically equal to two.

Solution is found



ANALYTIC GEOMETRY Umnov A.E., Umnov E.A. 10
Theme 01 Seminars 2024/25

Determinants (determinants) of square matrices
of the 2nd and 3rd orders

A special numerical characteristic is introduced for square matrices only. It is called a determinant
and denoted as det HA H .

A description of the properties of determinants of square matrices of the n-th order will be given
later. Here we will consider the casesof n =2 and n=3.

Definition The determinant of a square matrix of the 2nd order | “1' %12 | is the number

Uy Ay

det a’ll (X‘IZ

= 00y — 00y,

0(’21 a‘22
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Gy O Oy
Definition  The determinant of a square matrix of the 3rd order | ®21 %2 %y
Oy Oy Oy
all alZ a13
det|a, a, ay|=

a31 a32 a33

SO A Ugy + X300y Uy + 0, 053005, —

TO AUy — OO Uy — QO Ty

11

1S the number
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The following theorems are valid for determinants of square matrices:

Theorem The determinant of a matrix of the 3rd order can be expressed in terms of de-
terminants of the 2nd order by the formula:

a, Oy O
det|a,, @,, o, |=
a3 O3 A

a, « a, « a, «
=q, det| " "Fl-g,det| ' TH|t+g,det| ? T2

Oz Qs Oy Oy Qs Oy

This formula is called the expansion of the determinant along the first row.

Determinant can be expanded along any row (or column), provided that the sign of each term with a

i+j

factor a; is equal to (=)™
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Sometimes it is more convenient to calculate the value of the determinant of a matrix
of the 3rd order in a different way ('Triangle Method', see Fig. 2)

dpy /CX_L;_:,,::,Q’B allm,,fal‘z Y

an Oy g 21,00 22“\:\:‘:;,0.'33

aB 1 a.%’-’_ a33 aS 1 a32 a33
With sign “+’ With sign ‘=’

Fig. 2

Consequence  When transposing square matrices of the 2nd or 3rd order, their determi-

nants do not change.
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Task 1.03 Calculate the determinants of the matrices.
1 sin x CcosXx
cosx -—sinx

5 -4 0
2) o 1 o.
7 0 -4

3) 123457 123456
123456 123455

50 —-44 55
4) -50 71 -55].
100 28 110

Solution
1)-1.

2) -20. It is advisable to use the expansion of the determinant along the second
row, or along the third column.

3) Let a =123456, then the determinant is equal to

a;rl a—al =(a2 —1)—(12 =-1.

4) This determinant is equal to zero, since the third column is equal to the first,

11
multiplied by —.
p y 10

Solution is found
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In terms of determinants of second-order matrices, the condition for the unique solvability of a sys-
tem of two linear equations with two unknowns can be formulated quite conveniently.

Theorem In order for a system of linear equations
(Cramer) . {allél +o,8, =B,
0y &; + 08, =B,

to have a unique solution, it is necessary and sufficient that

ay Op

det # 0.

Oy Oy
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Task 1.04.

Solution:

AE, +4E, =M
E +AE, =A—-1

Find all solutions of a system of linear equations { for any values of the pa-

rameter A e R.

OL11§1 +a12‘to2 :Bl to
&, +0,8, =B,

. . * * . . . . * A
have a unique solution {&;;&)}, it is necessary and sufficient that A # 0 , while &, =—1 and

1. Cramer's theorem states: in order for a system of linear equations {

g, = Xz , where

a, «
A=det| " TPl A, =det

Ay Oy , Oy

In the case when A =0, a special study is required..
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2. In our case

A =det =\ —4L+4

and

A, =det

Therefore, when A € (—00,-2) U (=2,2) U (2,40) by Cramer's theorem the system
has a unique solution

. A2 . A
g = ;& = .
A+2 A+2
_251 +4§2 = -2,
3. Finally, when A = -2 the system has the form There are no
& —28, =-3.
solutions here.
2‘51 + 4‘52 =2,
If then 4 = 2, the system will be It has an infinite number of solu-
& +28, =1

tions, described by the formula
{51* =1-27r
& =1

; T € (—00,+:0).
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Matrix product

Definition A matrix HCH of size m x n with elements
v, Vi=[l,n], Vj=[l,m]
is called the product of a matrix HAH of size mx/ with elements
a, Vj=[l,m], Vk =[]
by a matrix HBH of size /xn with elements S, Vk =[L1/], Vi=[Ln],

where

[
vip=.0,B, Vi=[lna], Vj=[lm].
k=1

The result of matrix multiplication is the matrix of size mxn for any natural /, which is
denoted as H C H = H A H H B H The rule for calculating the components of a product from the

components of the factors of a matrix product is illustrated by the Fig. 3.

B]l B]Z Bl[ Bln
Oy Oy e e e e Oy By B - By - Ba
o, Oy, oy |l - -
Oy O Oy
o, O, o - e
Bll BIZ BI[ Bln

Yo Yoo o Yuo o Y
Yo Y2~ Yau =~ Yo
o EPRE T e z
yﬁ—z o, By
Yo Ym2 = Ymi = Y k=1

Fig.3
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From the definition of matrix product it follows directly that for matrices of suitable sizes:

1) matrix multiplication is non-commutative, i.e. in the general case HAH HBH # HBH HA

2) matrix multiplication is associative

ll(|8llch =l 4llBDic

2

3) matrix multiplication has the property of distributivity

ll(|B|+|ch =|4]|8]+[]|c].

5

19
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Task 1.05 For two matrices, find out in what order they can be multiplied and find the
size of the possible product.

12 1 2 3
3 4 2 3 4
) |5 6| and
3 4 5
7 8 45 6
9 0
T
1 2 3 L a3
2 3 4 >33
2) 3 4 5| and .
3 45
456 45 6
5 6 7
1
2
3) 3] and |1 2 3 4 5].
4
5

Solution
1) Multiplication is not possible in any order.
2) The second matrix can be multiplied by the first, you get a 4x5 matrix.
3) Multiplication is possible in both orders. If a column is multiplied by a row,

you get a 5x5 matrix. If you multiply a row by a column, you get a 1x1 matrix
(it is a number!).

Solution is found

20
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Definition A matrix HAHf1 called the inverse of a square matrix |4

, if the equalities are satisfied.

41" |4] =1 41141 =]

The inverse matrix does not exist for an arbitrary square matrix. For the existence of a matrix inverse
to HA , 1t is necessary and sufficient that the condition is satisfied det H A H;tO .

Definition A matrix |4

, for which detHAH=O, is called singular, and a matrix, for which

detHAH # 0, 1s called non-singular.

Lemma  If the inverse matrix exists, then it is unique.

There is a useful formula for a non-singular matrix | 4| =

a, 4dp
a, dy

—ap,

A = | 2
detHAH —ay a,

*)
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Task 1.06 Write the condition and solution in matrix form for a system of linear equa-
tions:
3x, =5x, =—1,
4x, +2x, =16.
Solution

The original system in expanded matrix form is

3 =5l x |_|-1
4 20l x, | |16
The solution will be
x| 13 =5]"-1
x, | |4 2 16
or, according to formula (*),
x| L) 2 S)i-1]__1]78]|_]3
x, | 26l-4 3|16 26|52 |2]|"

Answer: x, =3 and x, =2.

Solution is found
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Theorem  The relation (| 4[| 8])" =[ B[] 4" is vatid.

Theorem For non-singular square matrices of the same size HAH and HBH the relation

Clallz]y =181 4]

is true.

Problem 1.07 Check the identity (H A H_I)T = (H A HT)_I.

o o T .
Definition A non-singular square matrix HQ , s called orthogonal.

, for which HQH_l =[0

cosx —sinx

Problem 1.08 Check that the matrix sin x COS X

is orthogonal.




